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There’s a way to restrict it—assign it a role.
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Assign a role
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The first and foremost prompt engineering tip is assigning a role. This alone

would make tremendous differences in anLLMs response.
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Context is the knowledge of your LLM to produce relevant answers.
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Consider this. In the previous section, I asked LLM to write an SEO post
about houseplants. What if our post is part of a grow light company’s blog? If
you're a writer, you'd write a different post with this new contextual
information, right? So do an LLM.
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You're an SEO expert. You're writing a biog post for a grow light
company.

What's the best way to format a document titied “How to grow
houseplants?™

Here's an optimized biog post format for “How to Grow Houseplants?™~ that enhances SEQ, readability,
and engagement while subtly promating grow lights:

ooooooooooobcooooa


https://risenmoon.montaigne.io/
https://sspai.com/post/96150
https://sspai.com/post/96734
https://readmedium.com/prompt-engineering-for-everyday-tasks-5360dbea357a
https://readmedium.com/prompt-engineering-for-everyday-tasks-5360dbea357a
https://ai.gopubby.com/build-and-deploy-rag-llm-adf38e1ae260

RAGs | 000000 --- Steal My Blueprint to Build and Deploy RAGs [In
Minutes] | Al Advances (gopubby.com)

Context can be as short as this one, but it can also be an extensive document,
a web page, a transcript of a YouTube video, etc. Context sets the stage and
provides the required information to produce the correct answer.
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Extended contexts are the basic building blocks of retrieval-augmented
generation (RAG), which I have covered in detail in many previous posts.
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Most RAGs are built on this stack; why would you redo it every time?
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Suggest response format
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Here's an example:
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for leaf curl in basil is inconsistent watering. It happe: basil prefers

fluctuations between dry and overly wet conditions stress the plant, causing

checking the soil moisture by sticking your finger about an inch deep—if it's dry, your

y be under-watered; if it's soggy, overwatering could be the issue to confident]

can try maintaining consistent watering—water when the top inch of soil feels dry, ensuring

od drainage to prevent waterlogging.

In my prompt, I answered the question myself but left placeholders for key
information I needed from the LLM.
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Provide examples
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Another popular prompting technique is by providing the LLM with some
examples.
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You may have heard terms like zero-shot, one-shot, few-shot, and n-shot
learning, which are all related to examples in prompts.
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Zero-shot learning is asking an LLM to answer as it wishes. You don't
provide any examples. Giving no examples is okay for open-ended questions
like “Why is December colder?”. Also, tasks like translation need no

examples.
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Other elements of a good prompt (when others would read
the response.)
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Assigning a role, defining a context, and suggesting an output format is
always sufficient for me to get a good response. I don’t want to complicate
things, so I try to stick to these three.
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If you're emailing a customer, the GPT’s default response may lack the
emotional tone. You might want to convince your customer of a defect on
your side, but the GPT might not sound pleasing.
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Therefore, to ensure a quality response when other people are going to read

the responses, I always define the audience, tone, and style.
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Audience Specification: Clearly define the audience for the response. This
helps tailor the content to their level of understanding, interests, and
expectations. Here’s how GPT responds when I ask the same question but for

a different audience.
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